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Accuracy	=	 most	important	metric?
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No	Information	Rate	=	99.8%



Accuracy	=	(TP	+	TN)	/	(P	+	N)

Recall/Sensitivity/TPR	=	TP/	P

Specificity	=	TN	/	N

FRP	=	FP/N	=	1	- Specificity	

Precision	=	TP	/	(TP	+	FP)

Informedness =	Sensitivity	+	Specificity	- 1

ROC	Curve	(x=	FPR,	y=TPR)









Recommend	by	TopN



More	is	Better?



…



model<-train(Sales	~.,	data=Advertising,	method="glm",trControl=ctrl)

RMSE						Rsquared
1.723615		0.8914224



model<-train(Sales	~TV+Radio ,	data=Advertising,	method="glm",trControl=ctrl)

RMSE						Rsquared
1.676055		0.8975927











Hot	topics	extracted	from	reviews

Topic	related	snippets	from	customer	review





Imbalanced	Data



CPU Usage

Memory
Usage



Anomaly	Detection





Feature	Vector		X	{X1,X2,X3 …	Xn}



Anomaly	detection	vs.	Supervised	ML
Anomaly	detection
• Very	small	number	of	the	

anomaly	(positive)	samples
• Large	number	of	the	normal	

(negative)	samples

Supervised	ML
• Large	number	of	the	

positive	and	negative	
samples.



Feature	Selection Feature	Preprocess

Feature	preprocessing	is	hard







Amazon Content Compliance

Content Compliance  
Service





Image	Augmentation



Image Compliance Detection
I see you.
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No	Bible	for	constructing	DNN



Transfer	Learning



Transfer	Learning
Remove	the	top	layer	of	the	original	DNN
Build	the	new	top	layers	on	the	original	DNN
Train	the	new	top	layers
Tune	the	new	DNN	finely	



Where	do	you	start	from…
• Start	from	your	case
• Start	from	your	data
• Start	from	the	simple



For	More


