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Interactive and Online Data Analytics Systems

 Interactive query and analytics: 

– Issue Queries as You Wish

 Online query and analytics: 

– Control the tradeoff between result quality and query/analytics efficiency

 Rich analytical support:

– Support query and analytical operations for knowledge discovery through easy-to-use 
and intuitive query abstraction and interfaces
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Interactive and Online Data Analytics Systems

 Geo-tagged tweets as an example (crawling since May 2014)

– 1.4 geo-tagged billion tweets so far 

– 1.8 TB

– 3-4 million new tweets per day

 Interactive and online analytics is a must-have:

– Doing ETL and building a data warehouse is expensive and restrictive
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System Interface
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Interactive and Online Data Analytics Systems
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Another example: The MesoWest Project
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Interactive and Online Data Analytics Systems

 Key challenges and opportunities

– Interactive: In-Memory Cluster Based Computation

– Online: Accuracy vs. Efficiency Tradeoff: existing systems are binary, either no results or 
wait for unknown amount of time

– Learning: Real-time Tracking, Monitoring and Prediction: analyzing incoming data in 
conjunction with historical data (using machine-learning based, data driven approach)
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Hard Disks

½ - 1 Hour 1 - 5 Minutes

Memory

100 TB on 1000 machines

In memory computation over a cluster



Rich types of queries and analytics: spatial/multimedia data 

SELECT *
FROM points
SORT BY (x - 2)*(x - 2)

+ (y - 3)*(y - 3)
LIMIT 5

SELECT *
FROM points
WHERE POINT(x, y)

IN KNN(POINT(2, 3), 5)

SELECT *
FROM queries q KNN JOIN pois p

ON POINT(p.x, p.y) IN KNN(POINT(q.x, q.y), 3)

Spark

Spark  
Streaming  
real-time

Spark
SQL

GraphX
graph

MLlib  
machine  
learning

Spark
SQL

Simba
(SIGMOD16)



Simba: Spatial In-Memory Big data Analytics

Simba is an extension of Spark SQL across the system stack!

1. Programming Interface

4. New Query Optimizations

3. Efficient Spatial Operators

2. Table Indexing



Query Workload in Simba

Life of a query in Simba



Programming Interfaces

 Extends both SQL Parser and DataFrame API of Spark SQL

 Make spatial queries more natural

 Achieve something that is impossible in Spark SQL.

SELECT *
FROM points
SORT BY (x - 2)*(x - 2)

+ (y - 3)*(y - 3)
LIMIT 5

SELECT *
FROM points
WHERE POINT(x, y)

IN KNN(POINT(2, 3), 5)

SELECT *
FROM queries q KNN JOIN pois p

ON POINT(p.x, p.y) IN KNN(POINT(q.x, q.y), 3)



Zeppelin integration

“A web-based notebook that enables interactive 
data analytics.”



Query and Analytical Interface
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Query optimization

16



Cost based query optimizations (CBO)

 Indexing support -> efficient algorithms

 Global Index: partition pruning

 Local Index: parallel pruning within selected partitions

local
indexes

R1 R2 R3 R4 R5 R6

R1 R2 R3 R4 R5 R6

global Index partition pruning on the master node

parallel pruning on selected partitions



Experiments

 OpenstreetMap Data, 2.7 billion records in 132GB

 10 nodes with two configurations: 

– 8 machines with a 6-core Intel Xeon E5-2603 v3 1.60GHz processor and 20GB RAM

– 2 machines  with a 6-core Intel Xeon E5-2620 2.00GHz processor and 56GB RAM.

 Other datasets are used in high dimensions

 Open sourced at Github: https://github.com/InitialDLab/Simba

– currently being used/tested by Hortonworks, Uber, Huawei, ESRI, Alibaba, etc.

https://github.com/InitialDLab/Simba


Comparison with Existing Systems (cont’d)

Join operations performance

Join between two 3M-entry tables



Performance against Spark SQL: Data Size

𝒌NN Query Throughput 𝒌NN Query Latency



Extension: Trajectory Analysis (VLDB 2017)

 Trajectory Data Analysis

– Massive trajectory retrieval

– Trajectory Similarity Search



Interactive and Online Data Analytics Systems

 Key challenges and opportunities

– Interactive: In-Memory Cluster Based Computation

– Online: Accuracy vs. Efficiency Tradeoff: existing systems are binary, either no results or 
wait for unknown amount of time

– Learning: Real-time Tracking, Monitoring and Prediction: analyzing incoming data in 
conjunction with historical data (using machine-learning based, data driven approach)

22



Online Analytics
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Hard Disks

½ - 1 Hour 1 - 5 Minutes 1 second

?
Memory

100 TB on 1000 machines

Query Execution on Samples



Complex Analytical Queries (TPC-H)

SELECT SUM(l_extendedprice * (1 - l_discount))

FROM customer, lineitem, orders, nation, region

WHERE c_custkey = o_custkey

AND l_orderkey = o_orderkey

AND l_returnflag = 'R'

AND c_nationkey = n_nationkey

AND n_regionkey = r_regionkey

AND r_name = 'ASIA'

This query finds the total revenue loss due to returned orders in a given region.
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Online Aggregation [Haas, Hellerstein, Wang SIGMOD’97]

SELECT ONLINE SUM(l_extendedprice * (1 - l_discount))

FROM customer, lineitem, orders, nation, region

WHERE c_custkey = o_custkey

AND l_orderkey = o_orderkey

AND l_returnflag = 'R'

AND c_nationkey = n_nationkey

AND n_regionkey = r_regionkey

AND r_name = 'ASIA'

WITHTIME 60000 CONFIDENCE 95 REPORTINTERVAL 1000

Pr ෨𝑌 − 𝜀 < 𝑌 < ෨𝑌 + 𝜀 > 0.95
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෨𝑌

෨𝑌 − 𝜀

෨𝑌 + 𝜀

Confidence Interval Confidence Level



Online spatial and spatio-temporal sampling and analysis (SIGMOD 2015 
Best Demo Award, VLDB 2016)

 Online sampling and aggregation support.

– Integration with the XDB and STORM Projects (both are open sourced on Github)

– Provides uniform random samples / approximate aggregation results in a online fashion.



Rich type of online analytics support
 More sophiscated analytics using online samples , e.g., learning, topic modeling, 
sentiment analysis 



Join is even harder
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Join is even harder
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Join as a Graph 
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𝑅1 𝑅2 𝑅3
Conceptual only
Never materialized



Join as a Graph – Random Walks: Wander Join (SIGMOD 2016 Best Paper Award)
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𝑅1 𝑅2 𝑅3
Conceptual only
Never materialized

Perform Random Walks 
over this graph



Join as a Graph

Nation CID

US 1

US 2

China 3

UK 4

China 5

US 6

China 7

UK 8

Japan 9

UK 10
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OrderID ItemID Price

4 301 $2100

2 304 $100

3 201 $300

4 306 $500

3 401 $230

1 101 $800

2 201 $300

5 101 $200

4 301 $100

2 201 $600

CID OrderID

4 1

3 2

1 3

5 4

5 5

5 6

3 7

5 8

3 9

7 10

SELECT SUM(Price)
FROM Customers C,

Orders O,
Items I

WHERE 
C.Nation = ‘China’     

C.CID = O.CID
O.OrderID = 

I.OrderID



Sampling by Random Walks

Nation CID

US 1

US 2

China 3

UK 4

China 5

US 6

China 7

UK 8

Japan 9

UK 10
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OrderID ItemID Price

4 301 $2100

2 304 $100

3 201 $300

4 306 $500

3 401 $230

1 101 $800

2 201 $300

5 101 $200

4 301 $100

2 201 $600

CID OrderID

4 1

3 2

1 3

5 4

5 5

5 6

3 7

5 8

3 9

7 10

SELECT SUM(Price)
FROM Customers C,

Orders O,
Items I

WHERE 
C.Nation = ‘China’     

C.CID = O.CID
O.OrderID = 

I.OrderID



Sampling by Random Walks

Nation CID

US 1

US 2

China 3

UK 4

China 5

US 6

China 7

UK 8

Japan 9

UK 10
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OrderID ItemID Price

4 301 $2100

2 304 $100

3 201 $300

4 306 $500

3 401 $230

1 101 $800

2 201 $300

5 101 $200

4 301 $100

2 201 $600

CID OrderID

4 1

3 2

1 3

5 4

5 5

5 6

3 7

5 8

3 9

7 10

SELECT SUM(Price)
FROM Customers C,

Orders O,
Items I

WHERE 
C.Nation = ‘China’     

C.CID = O.CID
O.OrderID = 

I.OrderID



Sampling by Random Walks

Nation CID

US 1

US 2

China 3

UK 4

China 5

US 6

China 7

UK 8

Japan 9

UK 10
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OrderID ItemID Price

4 301 $2100

2 304 $100

3 201 $300

4 306 $500

3 401 $230

1 101 $800

2 201 $300

5 101 $200

4 301 $100

2 201 $600

CID OrderID

4 1

3 2

1 3

5 4

5 5

5 6

3 7

5 8

3 9

7 10

SELECT SUM(Price)
FROM Customers C,

Orders O,
Items I

WHERE 
C.Nation = ‘China’     

C.CID = O.CID
O.OrderID = 

I.OrderID



Sampling by Random Walks

Nation CID

US 1

US 2

China 3

UK 4

China 5

US 6

China 7

UK 8

Japan 9

UK 10
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OrderID ItemID Price

4 301 $2100

2 304 $100

3 201 $300

4 306 $500

3 401 $230

1 101 $800

2 201 $300

5 101 $200

4 301 $100

2 201 $600

CID OrderID

4 1

3 2

1 3

5 4

5 5

5 6

3 7

5 8

3 9

7 10

Unbiased estimator:
$𝟓𝟎𝟎

𝐬𝐚𝐦𝐩𝐥𝐢𝐧𝐠 𝐩𝐫𝐨𝐛.
=

$𝟓𝟎𝟎

𝟏/𝟑⋅𝟏/𝟒⋅𝟏/𝟑

𝑁: size of each table size, e.g., 109

𝑛: # tuples taken from each table = # random walks
𝑠: # estimators, e.g., 103

𝑛 = 𝑠 = 103

SELECT SUM(Price)
FROM Customers C,

Orders O,
Items I

WHERE 
C.Nation = ‘China’     

C.CID = O.CID
O.OrderID = 

I.OrderID



Sampling by Random Walks: Independent but not uniform!

Nation CID

US 1

US 2

China 3

UK 4

China 5

US 6

China 7

UK 8

Japan 9

UK 10
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OrderID ItemID Price

4 301 $2100

2 304 $100

3 201 $300

4 306 $500

3 401 $230

1 101 $800

2 201 $300

5 101 $200

4 301 $100

2 201 $600

CID OrderID

4 1

3 2

1 3

5 4

5 5

5 6

3 7

5 8

3 9

7 10

SELECT SUM(Price)
FROM Customers C,

Orders O,
Items I

WHERE 
C.Nation = ‘China’     

C.CID = O.CID
O.OrderID = 

I.OrderID



Sampling by Random Walks

Nation CID

US 1

US 2

China 3

UK 4

China 5

US 6

China 7

UK 8

Japan 9

UK 10
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OrderID ItemID Price

4 301 $2100

2 304 $100

3 201 $300

4 306 $500

3 401 $230

1 101 $800

2 201 $300

5 101 $200

4 301 $100

2 201 $600

CID OrderID

4 1

3 2

1 3

5 4

5 5

5 6

3 7

5 8

3 9

7 10

SELECT SUM(Price)
FROM Customers C,

Orders O,
Items I

WHERE 
C.Nation = ‘China’     

C.CID = O.CID
O.OrderID = 

I.OrderID



Sampling by Random Walks

Nation CID

US 1

US 2

China 3

UK 4

China 5

US 6

China 7

UK 8

Japan 9

UK 10
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OrderID ItemID Price

4 301 $2100

2 304 $100

3 201 $300

4 306 $500

3 401 $230

1 101 $800

2 201 $300

5 101 $200

4 301 $100

2 201 $600

CID OrderID

4 1

3 2

1 3

5 4

5 5

5 6

3 7

5 8

3 9

7 10

SELECT SUM(Price)
FROM Customers C,

Orders O,
Items I

WHERE 
C.Nation = ‘China’     

C.CID = O.CID
O.OrderID = 

I.OrderID



Sampling by Random Walks

Nation CID

US 1

US 2

China 3

UK 4

China 5

US 6

China 7

UK 8

Japan 9

UK 10
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OrderID ItemID Price

4 301 $2100

2 304 $100

3 201 $300

4 306 $500

3 401 $230

1 101 $800

2 201 $300

5 101 $200

4 301 $100

2 201 $600

CID OrderID

4 1

3 2

1 3

5 4

5 5

5 6

3 7

5 8

3 9

7 10

SELECT SUM(Price)
FROM Customers C,

Orders O,
Items I

WHERE 
C.Nation = ‘China’     

C.CID = O.CID
O.OrderID = 

I.OrderID

The probability of this path being sampled is 
1/3*1/3*1/3=1/27 (recall that the sampling probability of 
the join path in the  previous example was 1/36)



Sampling by Random Walks: Failures are possible too!

Nation CID

US 1

US 2

China 3

UK 4

China 5

US 6

China 7

UK 8

Japan 9

UK 10
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OrderID ItemID Price

4 301 $2100

2 304 $100

3 201 $300

4 306 $500

3 401 $230

1 101 $800

2 201 $300

5 101 $200

4 301 $100

2 201 $600

CID OrderID

4 1

3 2

1 3

5 4

5 5

5 6

3 7

5 8

3 9

7 10

SELECT SUM(Price)
FROM Customers C,

Orders O,
Items I

WHERE 
C.Nation = ‘China’     

C.CID = O.CID
O.OrderID = 

I.OrderID



Sampling by Random Walks: Failures are possible too!

Nation CID

US 1

US 2

China 3

UK 4

China 5

US 6

China 7

UK 8

Japan 9

UK 10
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OrderID ItemID Price

4 301 $2100

2 304 $100

3 201 $300

4 306 $500

3 401 $230

1 101 $800

2 201 $300

5 101 $200

4 301 $100

2 201 $600

CID OrderID

4 1

3 2

1 3

5 4

5 5

5 6

3 7

5 8

3 9

7 10

SELECT SUM(Price)
FROM Customers C,

Orders O,
Items I

WHERE 
C.Nation = ‘China’     

C.CID = O.CID
O.OrderID = 

I.OrderID



A quick demo with XDB

 Implemented with the latest version of PG

 Changes made to parser, query optimizer, and query evaluator

 TPC-H benchmark with roughly 100GB of data.

 Ongoing work of extending this to Spark SQL and a standalone plugin to other 
commercial DBs
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XDB system (approximate DB)

 Two versions available:

– Kernel version (based on PostgreSQL)

– Plug-in version (for PG, Orcal, MySQl, Spark SQL)
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XDB system (approximate DB)
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VS. 



Front-end GUI interface
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Front-end GUI interface
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Wander Join in PostgreSQL

Logarithmic growth due to B-tree 
lookup to find random neighbours
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Interactive and Online Data Analytics Systems

 Key challenges and opportunities

– Interactive: In-Memory Cluster Based Computation

– Online: Accuracy vs. Efficiency Tradeoff: existing systems are binary, either no results or 
wait for unknown amount of time

– Learning: Real-time Tracking, Monitoring and Prediction: analyzing incoming data in 
conjunction with historical data (using machine-learning based, data driven approach)
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Beyond aggregations: Integrating Learning Operators

 For Example:

SELECT k-means from Population

WHERE k=8 and feature=age and income >50,000

Group By city

We need a random sample: uniform and independent samples to support 
“(arbitrary) learning operators over complex queries” (SIGMOD 2018)

What are the impacts to query evaluation and optimization modules? 



Case Study: Large Scale Spatiotemporal Sentiment Analysis (US 
Election 2016, KDD 2017 Oral Presentation) 

 Compass: System Architecture



System Interface
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Spatial Temporal Topic Modeling (Google Faculty Award)
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Spatio-temporal Sentiment Analysis (Google Faculty Award)
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 US Election Sentiment Analysis  - htttp://www.estorm.org 

htttp://estorm.org/


County Level Analysis – Based on Simba
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Sentiment Analysis
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Geotagged based spatio-temporal sentiment analysis and  actual result

Election Result Geotagged based spatio-temporal Sentiment Analysis

Florida

California



Application 2: Neighborhood Health Indicator from Social Media Data
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Neighborhood Health Indicator from Social Media

60
April 2015– March 2016. County summaries were derived from 80 million geotagged tweets 
from the contiguous United States. https://hashtaghealth.github.io/countymap/map.html


