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Who are we: since 1939
Build,	Operate,	&	Secure	Enterprise	Software



We	build	enterprise-grade	scalable	software	with	analytics	
built	in
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DevOps	transformation	alignment	with	Scaled	Agile	Framework
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DevOps	transformation: impacts the	R&D	&	DevOps	
practices and	operation
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2nd Service Fourth	Service

Suite	Strategy Agile	Practices Containers
Microservices

Cross	Suite	
Execution	Dependencies

Continuous Integration
Delivery	&	Demo

Standards	for	Security,
Quality	&	Compliance



A	glance	of	Projects
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2nd Service Fourth	Service

Project	A

Legacy	maintain
Complex	build	chain
Tool	migration

Project	B

Micro-service	
600+	Jenkins	job
Re-organization
Transition

Project	C

Kubernets
Containerized
Cloud
Cross-team	work
integration

12	
months

6	
months

3months
2	weeks
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Product Suite

150+ commit/day
150+ CI builds/day
10 Version promotion/wk

Chamber

Service: 1448 UI test, 2000 API,
26788 UT/build
Suite: 442 suite case/build

6 products/20+ services
120+ Git repos
140 Docker image
145 running pods

Data File
Release: 2017.10
Feature scope:6899
Capacity: 5815
No. of features: 217
Complexity level: 5
Challenging level: 5

180+ engineers
21 Scrum teams
3 ARTs
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Orchestration	of	the	DevOps	toolchain
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2nd Service Fourth	Service



§ Goals	and	feature	matrix

§ Integration	with	other	tools

§ Extensibility	and	flexibility

§ User	adoption

§ Learning,	implementation	and	maintaining

§ Support	and	community	activity

§ scope

§ Pricing

§ POC,	demo	&	trial	farm
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Choose	appropriate	tools	for	your	program	or	
organization
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CI/CD	process	overview
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Innovations	of	CI/CD

• Service	definition:	architecture	design	and	process

• A	good	architecture	impacts	process	and	DevOps	activities
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•Multiple	leave	CI/CD	pipelines	and	assembly

• Service	integration	contract	test

• Promotion	and	revert

• Version	mapping	manifest	cross	leaves
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Operation	as	a	service

§ automation	testing

§ monitoring

§ easily	start	up	as	a	service	in	Kubernetes	cluster	

§ fork	shared	service	cross-team	and	contribute	back	to	central	repository	
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Pipeline	as	code:	define	process	and	rules	in	code

§ Pipeline	as	code:	define	process	and	rules	in	code

§ Each	component	can	build,	test,	deploy,

§ split	source	code	to	separate	Git	repository	which	has	its	own	Jenkinsfile	in	root	directory
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Reusable	Pipeline

• load	from	local	file

• Apply	From	:	URL
• Shared	Library	functionality

• @Library('somelib')

• import	com.mycorp.pipeline.somelib.UsefulClass
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Unify	build	chain

• Use	Maven	to	unify	build	chain	for	different	technical	stacks	or	compiling	tools	of	each	micro	
services:	C++,	Java,	npm,	Docker,	yaml etc.

• Simplify	the	logic	programming	and	configuration	of	Jenkins	pipeline
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Pre-flight	build	 &	Private	CI/CD

§ Pre-flight	build:	keep	quality	gate	before	code	changes	be	merges	into	branches

§ Private	CI/CD:	share	computing	and	storage	resource	pool
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Integration	with	GitHub
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Integration	with	GitHub
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Deploy	anywhere

• Public,	Private	Cloud
• Lab,	On-premises
• Dev,	QA,	staging,	demo
• Small/medium/large	profile,	modes
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Unify	configuration,	environment,	and	method	in	each	
different	layers
• Infrastructure	provisioning:	Terraform,	Cloud	Formation,	Ansible

• Pre-check

• Kubernets	cluster:	Container	Delivery	Foundation

• Installation:	Deploy	kit	(Go	+	Ansible)
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Orchestrate	with	Jenkins:	reuse	tools,	steps	and	stages
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Integration	with	Slack
post	{

success	{

slackSend channel:	'#cicd',

color:	'good',

message:	“say	something."

}

}
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Infra	as	code

VPC

RDS
PSQL

<<External DB>>

Route
53
DNS

WorkerWorkerWorker

K8S cluster

EC2

Elastic IP

Master
Ingress

Master
Ingress

Master
Ingress

EBS

NFS	on	
EC2

Use	EBS	as	
persistent	volume	
via	NFS

AWS	Infra	provision	
automation		via	

HA	K8S	cluster

DB	support	for	
PostgreSQL



Q&A
Thank	You.


