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Data	in	TalkingData

Established	in	2011
Headquarters	in	Beijing
Three	rounds	of	VC	financing

100,000+
Apps	with	SDK	
Integrated

650mln+
Monthly	Active	
Unique	Devices

200mln+
Monthly	Device	
Panel	on	App	Install	
&	Usage

CHINA’S	LARGEST	
INDEPENDENT MOBILE
DATA	PLATFORM

30mln
Daily	Mobile	Ad	
Clicks:	China’s	
Largest	Mobile	Ad	
Tracking	Platform



Challenges	in	TalkingData

Big Data
• Volume
• Velocity
• Variety
• Variability
• Veracity
• Unreadable Data

Various Applications
• Finance
• Retail
• Real Estate
• …



Data	Science	in	TalkingData

Learning on Big Data
• Fregata
• Myna
• Event Data Mining

Improve Efficiency of Data Science
• Smart Data Lab
• AutoModel

Applications
• Lookalike
• Recommender System
• Demographic Cognition
• Churn Alert
• Context Awareness
• Indoor Positioning
• ……

Open
• Business Partners
• Academic Partners
• Education
• ……



Learning	on	Big	Data

Fregata (Open Source)
• Large scale machine learning library on Spark
Myna (Open Source)
• The framework of context awareness of Andriod
Event Data Mining
• Event data management solution
• Event data & unreadable data mining







The	Road	To	High	Performance	ML	Algorithms:	Fregata‘s	Approach

Remove Hype Parameters
• Greedy step averaging optimization method
Low Cost Parallelization Method
• Model averaging method
• Convergence with only one scan of the whole data
Compress Model Sizes
• Expand the model capability on a single node by a factor of 1000



Greedy	Step	Averaging

https://arxiv.org/abs/1611.03608



Convergence	of	GSA



GSA	vs	SGD



GSA	vs	Adadelta



GSA	vs	SCSG



Parallelization
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Gradient	Averaging

Model	Averaging

Score	Averaging

High	cost	on	training	stage

High	cost	on	scoring	stage

Suitable	for	Spark



Convergence	of	Model	Averaging

The	model	averaging	
method	can	approach	the	
optimal	model	for	linear
problems	with	a	very	large	
amount	of	training	data.	



Fregata	vs.	MLLib:	Logistic	Regression



Fregata	vs.	MLLib:	Softmax	on	MNIST



Model	Compression

Discretize	parameter	values	by	K-Means
• Typically,	discretize	parameter	values	to	128	buckets.
• Then	we	can	use	7	bits	to	encode	a	bucket,	and	build	a	mapping	index	to	discretize	

parameter	values.

Compress	the	resulting	model	bitmap	by	Roaring	Bitmaps



Model	Compression:	Accuracy

Data	Set
Original Model Compressed	Model	

(128	buckets)

Accuracy AUC Accuracy AUC

a9a 0.848 0.897 0.843 0.894

rcv1 0.947 0.987 0.938 0.983

lookalike 0.952 0.985 0.950 0.982



Model	Compression:	Efficiency

Model	Size Spark Conf（2.0） Training	Time	(S)

20	Millions 48 Executors, 1 Core/Executor, 1G/Executor&Driver 469

400	Millions 48 Executors, 1 Core/Executor, 1G/Executor&Driver 455
800	Millions 48 Executors, 1 Core/Executor, 1G/Executor&Driver 449

1	Billions 48 Executors, 1 Core/Executor, 1G/Executor&Driver 487

2	Billions 48 Executors, 1 Core/Executor, 1G/Executor&Driver 449

10	Billions 48 Executors, 1 Core/Executor, 1G/Executor&Driver 473

100	Billions 48 Executors, 1 Core/Executor, 2G/Executor&Driver 481

1000	Billions 48 Executors, 1 Core/Executor, 8G/Executor&Driver 814



Myna

TalkingData Myna：
Context Awareness Framework of Andriod

Activity Types：

• Still
• Walk
• Run
• On bus
• On subway
• On car

Myna provides two sets of API：

• App developers’API
• Data scientists’API



Event	Data	Mining

Event	Data	Management
• Trace	a	device	from	birth	to	death
• More	efficient	store	method

Event data & unreadable data mining

• Based on NLP technology



Improve Efficiency of Data Science

Smart Data Lab
• The workbench of data scientists
• Data sandbox
AutoModel
• Training automation tool for machine learning



Smart Data Lab

User	Management

Model	
Publish

Cooperation	
System

Data	Management

Job
Management



Data Sandbox

Data	Integration	Layer

HDFS S3 local DB

Isolation Sharing Read	only



AutoModel

Data

Target

Model	Comparison

AutoModel

sklearn

weka
Algorithms

MLlib

Best	Model

Parameter	Tuning





Summary	– Our	Mission



THANKS


