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vRelational Database Service

e fast performance
* cost—efficient
* high availability

* easy to set up, operate and scale
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* Principle of Locality

e Shaving x off latency at every layer in the stack
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*Write amplification
* Garbage Collection

* [0 Queue Depth
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* point selects (single row)

* range selects (multiple rows)

e sum range selects (multiple rows)

* order range selects (multiple rows)

e distinct range selects (multiple rows)

* row updates/deletions/insertions
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SAS/SCSI vs NVMe N
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SAS/SCSI  vs NVMe

To reduce bottlenecks from legacy
storage stacks, expect NVM Express to

reduce latency overhead by greater
than 50%
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Faster Storage Needs a Faster Network
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NVMf : allows the new high performance SSD interface, Non-Volatile Memory

Express (NVMe), to be connected across RDMA-capable networks.

* Zero—Copy
* Kernel bypass

* No CPU involvement
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NVMf : allows the new high performance SSD interface, Non-Volatile Memory

Express (NVMe), to be connected across RDMA-capable networks.
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 iSER (iSCSI Extensions for RDMA)
iSCST + RDMA + Infiniband

e NVMf (NVMe Over Fabric)
NVMe + RDMA + Infiniband
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* Better utilization
— capacity
— rack
— space
— power
* Better scalability
* Management

e Fault isolation
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fast performance
cost—efficient
high availability
security

easy to set up, operate and scale



'cost—efficient

Host/KVM/Docker



fast performance— NVMe+Infiniband
cost—efficient Docker

high availability

security

easy to set up, operate and scale



Kubernetes

Kubernetes is an open—source system for automating deployment,
scaling, and management of containerized applications.

It groups containers that make up an application into logical units for easy

management and discovery. Kubernetes builds upon 15 years of experience of running
combined with best—of-breed ideas and practices from

production workloads at Google,
the community.



http://queue.acm.org/detail.cfm?id=2898444
http://queue.acm.org/detail.cfm?id=2898444

'Kubernetes



* fast performance
* cost—efficient

* high availability
* securilty

* casy to set up, operate and scale



high availability

Master Master Slave Slave Backup Backup
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