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Biometrics

What is Biometrics?
The automated use behavioral and physiological
characteristics to determine or veiry an identity.
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Biometrics

Comparison of various types of authentication technology
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Human Speech

Is my voice really unique?There is only one
you!Your voice print consists of physical characteris-
tics such as your nasal passages, vocal cords, caden-
ce of speech and duration of your vocal pattern.
These characteristics are measured and then turned
into a digital format called a spectrogram as
illustrated below.
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Speaker Recognition

Speaker recognition is the identification of the person who is
speaking by characteristics of their voices

I Speaker identification is the task of determining which speaker

I Speaker verification aims at accepting or rejecting the identity
claim
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Variants of Speaker Recognition

Speaker recognition systems fall into two categories :
text-dependent and text-independent.

I Text-Dependent
I Limited speak text
I Language related

I Text-Independent
I Not limit speak text
I Not language relate
I Language related
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Pipeline
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Tristounet

[Herve Bredin]
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VAD-LTSD

Voice Activity Detection shall be applied for all signals as a
prefilter,We use LTSD(Long-Term Spectral Divergence) algorithm.

I Splits a utterance into overlapped frames and give scores for
each frame on the probability that there is voice activity in
this frame.

I Accumulated to extract all the intervals with voice activity.
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Spectrogram

Take a small window of waveform.

I Compute FFT and take magnitude.(i.e.,power)

I Describes frequency content in local window

[Adam Coates et al.]
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Spectrogram

Concatenate frames from adjacent windows.

[Adam Coates et al.]
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Deep Neural Networks

[Marek Hruzet al.]
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Model Structure

A Deep CNN followed by L2 normalization,During training this is
followed by the triplet loss.

[Florian Schroff et al.]
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Triplet Loss

The Triplet Loss minimizes the distance between an anchor and a
positive, both of which have the same identity, and maximizes the
distance between the anchor and a negative of a different identity.

[Florian Schroff et al.]
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Triplet Loss

The triplet loss is motivated by∣∣∣∣f (xai )− f (xpi )
∣∣∣∣2
2

+ α < ||f (xai )− f (xni )||22 (1)

where α is a margin that is enforced between positive and negative
pairs.
The loss that is being minimized is then L =

n∑
i=1

[
∣∣∣∣f (xai )− f (xpi )

∣∣∣∣2
2

+ α− ||f (xai )− f (xni )||22] (2)

In order to ensure fast convergence it is crucial to select triplets
that violate the triplet constraint in Eq. (1).
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Evaluation Metric

Two types of errors exist: false positive and false negative

I False Positive
I Two sequences from two different speakers are incorrectly

classified as uttered by the same speaker

I False Negative
I Two sequences from the same speaker are classified as uttered

by two different speakers

The higher (resp. lower) the decision threshold is, the higher the
false negative (resp. positive) rate is (FNR, FPR). We report the
equal error rate (EER), i.e. the value of FPR and FNR when they
are equal.
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Result
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