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GOOGLE CLOUD PLATFORM

 Machine litecycle management
(> X clusters globally, > Y machines)

 Job Scheduling

* Borg , Omega
(> X million jobs scheduled every week]

« GCE, GAE, ...



YOUTUBE STREAMING

 Video transcoding, streaming, storage
(> 1PB/month )

» Global CDN network
( > 10K nodes, peaking 10Tbps egress).

* Olympic 2008 Live streaming



R Magizg—x

M e R R S



RN G

What Developers do
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What | do everyday
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How | see what | do
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What my boss thinks | do
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What | really do

K=




SITE RELIABILITY

Devops @ Google
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WHO: SRE

Developer tasked with Operation
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50-50 mix of software background and systems administration background.
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“a team of people who fundamentally will not accept doing things over and over by
hand. “ — Ben Treynor
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DEV / OPS eternal conflict
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« Infant mortality risk (TO - T+48H)

« Gradual Rollout

« Vital Signs
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« On-call (5min)
« Business continuation

« |Incident Management
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HOW: SRE
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- SRE gives guidance in automating routine tasks
« Reduces workload by eliminating administrivia

« SRE points out errors, omissions in documents
« Developer might then beg others for assistance

« SRE suggests additional long term monitors
» These fill in coverage gaps and track performance
« Administrators need sufficient, frustworthy monitoring
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* The decisions become progressively longer term
« Daily task workload for a site is getting reduced
« Software improvements are tuning and analysis

* The developer still has a short term viewpoint
« Working on the next release, fixing known bugs
« The old live releases start to be a distraction
« An obvious incentive to request site transfer to SRE
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* On call - more than quick fixes

« SRE feam members take turns.
* Fix any problem whose solution is not yet automated

« Accumulate occurrence counts to identify priorities
Document the effective diagnostics and solutions

* The permanent solution takes a lot more time
 File bug, develop patch, test, code review, submit
« Schedule for integration, release and deployment
 Why spend many hours or days doing all thate



BEST PRACTICES: SRE

— LGP A 4 L



A AR DT
o SRIAREEME. BFREE
SLO Budgeting

 Build Infrastructure



A T B HE AT A
. N+M

e ~ 130% Peak

o R RET



st —EARHHI RS
. LG
C TR BHUEE . i

« TNz



1% 2 G0 =4
e RE - Alerts - O(H)
. T _Tickets - O(D)

« 3k — Log - O(Never)
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. 4. 5why, Root cause, B3k
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Capture the facts
Lessons Learned

Action Plan
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A PROBLEM IS RESOLVED TO THE

DEGREE THAT NO HUMAN BEING WILL
EVER HAVE TO PAY ATTENTION TO IT
AGAIN. 19

hitp://www.codesimplicity.com/post/make-it-never-come-back/
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Crash with new data loss, old data corruption,
destruction

Crash with new data loss

Crash without data loss or corruption

Prevent crash with no or very limited service, low quality
Partial or limited service, with good to medium quality
Failover with significant delay, near full quality service
Failover with minimal delay, near full quality service
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