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Great programs, but...

Software doesn’t scale

Hardware is too slow

Tuning software doesn’t
work

Tuning software in the
data center is difficult



Performance Scaling
Personal Computer = Data Center



Bridging Software, Hardware and Analytics

Software Performance Scaling: Amdahl’s Law, Gustafson’s Law
CPI model

Tuning

Data Center Optimizations



Amdahl's law (1967)

Speed up from 1 cpu to 5 cpu’s
= 1 cpu execution time / 5 cpu’s execution time
=20/12=1.67

https://en.wikipedia.org/wiki/Amdahl%27s_law



Gustafson’s Law (1988)

Speed up from 1 cpu to 5 cpu’s @ 20 time units (perfect B scaling)
= work units @ 5 cpu’s / work units @ 1 cpu
=5/1=5

http://www.johngustafson.net/pubs/pub13/amdahl.htm



Even if B doesn’t scale...

Speed up from 1 cpu to 5 cpu’s @ 20 time units (B doesn’t scale)
= work units @ 5 cpu’s / work units @ 1 cpu
=5/1=5
Average Latency = 16 time units @ 5 cpu’s
=20 time units @ 1 cpu

http://www.johngustafson.net/pubs/pub13/amdahl.htm
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1. Increase CLK (and cost)

Hardware

Increase CPU frequency (as power consumption may increase super-linearly,
new CPU’s may or may not run at higher frequencies)

Increase cores (new CPU’s probably come with more cores)
Increase sockets (expensive)

Hyper-Threading (creates the illusion of more clocks, may increase
performance, note counting clocks is no longer straight-forward, essentially
free)
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2. Reduce CPI

Hardware + Software

Advanced CPU designs (better cache placements, bigger caches, better
prefetches, more efficient ITLB’s and DTLB’s, advanced branch prediction

engines, faster memory accesses, new CPUs probably lower CPI, but note
frequencies in the previous page)

Better inlining (new compilers and just in time compilation in runtime)
Efficient Placement of objects in cache lines
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3. Reduce path length

SW (compiler, runtime config, programming)
Better compilers
Profile guided optimizations
Runtime optimizations (recompilation and inlining of hot methods
Reduce garbage collections
Rewrite source code (hopefully more efficient)
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Execution Time = 2, ( I, x CPI;) x cycle_time

http://meseec.ce.rit.edu/eecc550-winter2011/550-12-6-2011.pdf
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Phase detection for server workload

CPl models for workload phases
Clustering analysis applied

Clusters 2 & 3 mapped to Full
Garbage Collection (GC) phase.

Clusters 1 & 4 mapped to
application phases.

Displayed on the dimensions of
the first two principal
components

https://www.cmg.org/?s2member_file_download=/proceedings/2013/344-Deshpande.pdf
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An alternative:
Can we just try different configurations?

=

https://www.cmg.org/?s2member_file_download=/proceedings/2013/444-Palanivel.pdf
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Tuning one factor at a time

X1=

X2 =

X3 =

X4 =

X5 =
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https://www.cmg.org/?s2member_file_download=/proceedings/2013/444-Palanivel.pdf
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Tuning one factor at a time

X1=70 X1 =70
X2 =100 X2 = 100
X4 =0 X4 = OFF
X5 = OFF X5 = OFF
X1=/0 X1=70 X1=70
X2 =150 - X2=100  2.83
X3 = OFF X3 = OFF
X4 = OFF X4 = OFF
X5 = OFF X5o/HMAL CONFIGURATION
X1=30 X1=120 X1=70 _
X2 =150 X2 =150 X2 =150
X3 = OFF X3 = OFF X3 = OFF
X4 =0OFF X4 = OFF X4=0_00"
X5 = OFF X5 = OFF X5 = OFF

https://www.cmg.org/?s2member_file_download=/proceedings/2013/444-Palanivel.pdf 18



Design of Experiments

Tunable Type Function Level
Parameter

X1 Continuous Lock 30/70/120
X2 Continuous Optimization 50/100/200
X3 2-Level Categorical Optimization ON/OFF
X4 2-Level Categorical Optimization ON/OFF
X5 2-Level Categorical Lock ON/OFF

0.42

Seconds

/ 0.45
Seconds
Speedup 5.9x

One Fa.ctor DOE SWopt  After HW-SW opt Further opt =2 6.4x 28X
at-at-time

https://www.cmg.org/?s2member_file_download=/proceedings/2013/444-Palanivel.pdf 19



An alternative:
Response Surface Method for 2 numeric parameters

Throughput measured with varying hbase.hregion.max.filesize(in
GB) and hfile.block.cache.size (as a percentage)

hbase.hregion.max.filesize(in GB)

Throughput in

. ops/secC
hfile.block.cache 2 R

.Size (as a '4 10796

percentage) |

.6 31887

Maximum throughput = 58160 ops/sec

20 http://researcher.ibm.com/researcher/files/us-ajvega/fastpath2014_paper_3.pdf 20



Results from a YCSB run based on optimal
configuration derived from RSM

Configuration parameters
hfile.block.cache.size in percentage = 0.4678844

hbase.hregion.max.filesize in MB = 6.511 GB
Measured throughput = 74662 ops/sec

Additional 28% performance boost as
compared to the best throughput from the

screening experiments

http://researcher.ibm.com/researcher/files/us-ajvega/fastpath2014_paper_3.pdf
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OpenTuner
Auto-Tuning can be used for many parameters

http://groups.csail.mit.edu/commit/papers/2014/ansel-pact14-opentuner-slides.pdf

22



Automated JVM Tuning with Bayesian Optimization

https://static.rainfocus.com/oracle/oow16/sess/14722219007470015zAK/ppt/java_one_2016.pdf
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Data Center Optimizations

http://csl.stanford.edu/~christos/publications/2015.david_lo.phd_thesis.slides.pdf
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Data Center Optimizations

http://csl.stanford.edu/~christos/publications/2015.david_lo.phd_thesis.slides.pdf
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Recommendations

Evaluate performance scaling with problem size
Apply CPIl performance model for simple workloads

Optimize with Design of Experiments, if number of experiments is
small

Auto tune with tools if there are a lot of parameters to tune and
the response attributes can be readily obtained

Increase data center utilizations while meeting service level
agreements
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