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Natural Language Processing ( NLP )

NLP is a branch of Al, referring to the tech to analyze, understand and generate human
language to facilitate human-computer interaction and human-human exchange.
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NLP Evolution




Deep Neural Network

* Deep Neural Network :
* |Involve multiple level neural networks
* Non-Linear Learner

relu htanh

tanh logistic

h =f(w°%)  h'=f(w'h®)

h? = f(w?h?) y = f(w3h?) Active functions: y = f(x)



DNNANLP Progress

* Progress

* Word expression with embedding

* Sentence modelling via CNN or RNN(LSTM/GRU) for
similarity estimation and sequential mapping

e Successful applications such as NMT, chatbot, etc.

e Still exploring

Learning from unlabeled data (GANs, Dual Learning)
Learning from knowledge

Learning from user/environment (RL)

Discourse and context modelling

Personalized system (via user profiling)



In this talk, | will focus

e NMT
* Chatbot
* Reading Comprehension



NMT



Encoder-Decoder for NMT with
RNN
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Encoder-Decoder for NMT
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Attention based Encoder-Decoder
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Attention based Encoder-Decoder
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NMT Progress

* 4+ BLEU points improvements over SMT
* Main stream research (dominating papers in ACL)
* Productization (MS, Baidu, Google)
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Fusing with Linguistic Knowledge

* Decoding from structure to string (tree-to-
sequence NMT)

Tree LSTM

Akiko Eriguchi , et al, Tree-to-Sequence Attentional Neural Machine Translation, ACL 2016



Fusing with Linguistic Knowledge

* Decoding from string to structure (sequence-to-
tree NMT)
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Shuangzhi Wu , et al, Tree-to-Sequence Attentional Neural Machine Translation, ACL 2017



Fusing with Domain Knowledge
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Chen Shi, et al, Knowledge-based semantic embedding for machine translation, ACL 2016



Remaining Challenges

e Use of monolingual data

* OO0V

* Linguistic rules at phrase and sentence levels
* Discourse level translation



Chatbot

e |R-based
* @Generation-based



An Example of Conversation

Clerk: Good morning! Sir.
Me: Good morning!
Clerk: How are you today?

Me: Good. It is a good weather
today.

Clerk: Yes. What | can help you?

Me: | want to buy instant noodles.

Clerk: What brand?
Me: Kangshifu (B Ifi{E)

Chatbot (chit- Information & Task-oriented
chat) Answer dialogue

Clerk: how many boxes do you
want?

Me: 3, please.

Clerk: | see.

Me: how much is the price?
Clerk: 3 Yuans

Me: Thanks.

Clerk: How do you pay? Cash or
wechat?

Me: Wechat

Clerk: please scan here

Me: Thanks




Architecture of Conversation System

Controlling System

- Task-oriented dialogue -
- Information and answer -




Retrieval-based Model



Architecture of Retrieval-based
Chatbot (Single-Turn)
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Basic Models for Message-Response Matching
. Architecture |

Baotian Hu et al. Convolutional Neural Network Architectures for Matching Natural Language Sentences, In NIPS'14
X Qiu and X Huang. Convolutional Neural Tensor Network Architecture for Community-based Question Answering, In IJCAI'15



Basic Models for Message-Response
Matching : Architecture |l

Similarity:
Cosine,
Bilinear,
Tensor, etc.
Initialization:
word2vec,
RNN, etc.

Baotian Hu et al. Convolutional Neural Network Architectures for Matching Natural Language Sentences, In NIPS’14

Liang Pang et al. Text Matching as Image Recognition, In AAAI'16
Shengxian Wan et al. A Deep Architecture for Semantic Matching with Multiple Positional Sentence Representations, In AAAI'16



Fusing with External Knowledge |

* Topic Aware Attentive Recurrent Neural Network (TAARNN)
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Yu Wu et al., Response Selection with Topic Clues for Retrieval-based Chatbots, In arxiv



Fusing with External Knowledge Il

* Knowledge Enhanced Hybrid Neural Network (KEHNN)
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Improving message/response
representations with external
knowledge (topic
information) through
knowledge gates
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Matching with Multiple Channels

Yu Wu et al. Knowledge Enhanced Hybrid Neural Network for Text Matching, In arxiv



Generation-based Model

 Template-based approach(AIML)
e SMT-based approach
* Focus on neural net approaches



Encoder-Decoder for Sentence

Generation
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Topic-aware Neural Response
Generation (TA-Seg2Seq)
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Chen Xing et al. Topic-aware Neural Response Generation, In AAAI'17



Multi-Turn Conversation



Session-Response Matching :
Sequential Matching Network

\- / \ J
Matching each utterance with
response at the beginning

Modeling utterance
relationship

Yu Wu et al., Sequential Matching Network: A New Architecture for Multi-turn Response Selection in Retrieval-based Chatbots, To appear in ACL'17



Multi-turn Response Generation:
Hierarchical Recurrent Attention Network

Chen Xing et al., Hierarchical Recurrent Attention Network for Response Generation, In arxiv



Visualization



Remaining Challenges

Good public dataset

Effective evaluation metric
Sentiment-aware chat
Effective memory mechanism
Personalized chat



Reading Comprehension



The Stanford Question Answering Dataset Best Resource Paper in EMNLP 2016

Training 87,599
passag
o Dev 10,570
Test ~10K

query —
answer —»

ImageNet-like evaluation: the test dataset is not
public and we need to submit our system for
evaluation on test set.



R-NET (MSRA) ) is the top system (as of 2017-2-
23) for both single model & ensemble model (on
both dev and test set)



Screenshot on 2017-3-27
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Wenhui Wang et al, Gated Self-Matching Networks for Reading Comprehension and Question
Answering, ACL 2017
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position
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passage —>

query —>

Pointer Networks

Slef-Matching

Networks

Matching
Networks

Representation

Networks

Determine the start and
end position of the
answer in passage

Compete answer
candidates against each
other with supporting
evidence

Match query and passage
to find answer candidates
and supporting evidence

Extract the distributed
vector representations of
query and passage

Wenhui Wang et al, Gatd Self-Matching Networks for Reading Comprehension and Question

Answering, ACL 2017



Answer boundary
Answer: late 15th
century

Answer candidates Supporting Evidence
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Customer Support with Reading Comprehension

Lei Cui et al, SuperAgent: A Customer Service Chatbot for E-commerce, to
appear at ACL 2017



Remaining Challenges

* Difficulty level setting and corresponding dataset
* From answer extraction to answer inference

* How to use knowledge and common sense



NLP in Future 5-10 Years

Spoken Translator popularly used

Natural conversation(chit-chat, QnA and task-
oriented dialogue) reaches satisfactory quality
Improves the productivity of customer support
Generation of poetry, song, novel and news
Deeply used in various verticals such as education,
bank, healthcare, law, etc.



Future Direction

Explore the explainable learning to understand
the mechanism of Al and NLP

Fusing knowledge and data to improve the
efficiency of learning

Domain adaptation via transfer learning
Self-evolvement via reinforcement learning
Leverage user profiling for personalized service



