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Definition
Deep learning is a class of machine learning algorithms that

* use a cascade of many layers of nonlinear processing

e are part of the broader machine learning field of learning
representations of data facilitating end-to-end optimization

* |learn multiple levels of representations that correspond to
different levels of abstraction

...' [N J



Three Paradigms of Deep Learning

 Deep Supervised Learning

— Paired input-output big training data for prediction

— Paired output serves as “teacher” for corresponding input
* Deep Reinforcement Learning

— Very weak “teacher” in the form of rewards; i.e. feedbacks (often
distant) from environments

— Q-learning computes “teaching signal” for training DNNs
 Deep Unsupervised Learning
— Unpaired input-output bigger training data for prediction
- but no teacher/label per se for each input token



Two Types of Big Data for Deep Learning

— Paired input-output big training data (costly)

— Unpaired input-output bigger training data (almost no cost;
everywhere --- BLZ A 2 AN i)



Al = BYEI+\E

Al = machine perception (speech, image, video, gesture,
touch...)

+ machine cognition (natural language, reasoning,
attention, memory/learning,

knowledge, decision making,
action/planning/robotics,

interaction/conversation/ChatBot,...)
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Deep Learning for Al Applications

* Current Successes of Deep Learning
— Speech (recognition), 2010 (supervised, bruteforce)

— Image (recognition), 2012 (supervised, bruteforce) Unsu pervised
— NLP (translation, understanding, text QA), 2014 (supervised)
— Multimodal image-text (image captioning/QA), 2015 (supervised) (|n the futu re)

— Games (AlphaGo), 2016 (reinforcement)

* Deep Learning --- Next waves upon us
— Information retrieval (2017, predicted by Chris Manning at SIGIR 2016)
— Mobile Ul and dialogues (conversational Al bots, chatbots) --- reinforcement learning
— Practically useful personal assistants (next-generation Cortana, SIRI, GoogNow, Alexa)
— Business analytics (e.g. sales and marketing)
— Finance (hedge funds, excluding “flash boy” type)
— Robotic/car control, and physical plant control (e.g. energy saving, logistics optimization)
— Medical and health
— Security
— Art and science; video transcription, Al-generated movie scripts
— Automated journalism and legal assistance
— Communication networks (e.g. optimal routing)
— A full range of enterprise scenarios ..., ...



Deep Supervised Learning for Speech Recognition

- with massive paired input(acoustics)-output(text) big
data for training speech recognizers
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The Universal
Translator .comes true!

Scientists See Promise in Deep-Learning Programs
John Markoff

November 23, 2012

October, 25, 2012

Tianjin, Ching

Deep learning
technology enabled
speech-to-speech
translation

program translated a speech given by
t's top scientist, into Mandarin Chinese.

L A voice recognition
B Microsoft Research Richard F. Rashid, Micros®




Deep belief networks for phone recognition, NIPS, December 2009; 2012 £, uNIvERSITY OF
¥ TORONTO

Investigation of full-sequence training of DBNSs for speech recognition., Interspeech, Sept 264Q

Binary coding of speech spectrograms using a deep auto-encoder, / Interspeech, Sept 2010

Roles of Pre-Training & Fine-Tuning in CD-DBN-HMMs for Real—Wor/H\ASR NIPS, Dec 2010

Large Vocabulary Continuous Speech Recognition With CD-DNN-HMMS,

Conversational Speech Transcription Using Contxt-Dependent DNN,Interspeech, Aug. 2011

Making deep belief networks effective for LVCSR, ASRU, Dec. 2011%
Application of Pretrained DNNs to Large Vocabulary Speech i SSP, 2012 GO gle

(ARER T ¢ B A 2.0 R/EREMEFRAD 2 2011, 20715 HATE

iIFLYTEK

Later years with rapid progress,

1009
/o CD-DNN-HMM invented, 2010

B Microsoft Research




Across-the-Board Deployment of DNN in Speech Industry
(+ in university labs & DARPA programs) (2012-2014)

11



 Microsoft Research



In the academic world

>

“This joint paper (2012) mmm)
from the major speech
recognition laboratories
details the first major
industrial application of
deep learning.”
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Deep Supervised Learning also Shattered Image
Recognition (in the same way)

(since 2012)
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IMAGENET Competition

o Y
UNIVERSITY OF

% TORONTO

Google

4" year
\*y Announced
3.567%
/ Dec. 2015
2012 - 2015

L]

B Microsoft Research

Super-deep: 152 layers

|
B Microsoft Research 15
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Supervised Deep Learning for Machine
Cognition

--- Memory & attention applied to machine translation



Long Short-Term Memory RNN

(Hochreiter & Schmidhuber, 1997)



Seq-2-Seq Learning (Neural Machine Translation)
[Sutskever, Vinyals, Le, NIPS, 2014]

LSTM/GRU Decoder

\

LSTM/GRU Encoder

\
/ \




Neural Machine Translation with Attention

Attention-based Model
« Encoder: Bidirectional RNN
- A set of annotation vectors
{hi,ha,... , hr}
- Attention-based Decoder
(1) Compute attention weights
oy ¢ X exple(zy—1, upr—1, hy))
(2) Weightqu-sum of the annotation vectors

Cir = thlat'atht

(3) Use ' to replace “though vector” hr

(modified from: Kyunghyun Cho, 2016) 20



Benchmark: WMT’15 En-De

Syntax-based MT
(Sennrich & Haddow, 2015)

BPE-based sub words
(Sennrich et al., 2015)

(modified from: Kyunghyun Cho)



Supervised Deep Learning for Machine
Cognition

--- Neural reasoning: memory networks
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Memory Networks for Reasoning

e Rather than placing
“attention” to part of a
sentence, it can be placed
to cognitive space with
many sentences

* This allows “reasoning”

* Embedding input
mli=Axli
cli=Cxli
u=~8q

* Attention over memories
pli=softmax(ul7 mdi)

* Generating the final
answer

a=softmax(W (o+u))

ISukhbaatar SzIm Weston Feraus: “EFnd-to-end memorv networks ” NIPS 2



[

Kumar, Irsoy, ...Socher: “Ask me anything: Dynamic Memory Networks for NLP,”
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Deep Reinforcement Learning

== Deep Learning (for representing gigantic “state-space”)
+ Reinforcement Learning (optimal decision making)

 Distant, weak teacher via “evaluative” rewards
* Need for exploration (not for supervised learning)
 More important Al applications to come (than

supervised learning)
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Reinforcement learning from “non-working” to “working”, due to
Deep Learning (much like DNN for speech) 26



Deep Reinforcement Learning for Games

Playing the
Breakout game

Optimizing
Business
Decision
Making

Short-term

Maximize
immediate
reward

Long-term

Optimize life-time revenue,
service usages, and
customer satisfaction

Self play to improve skills



Deep Q-Network (DQN)

* Input layer: image vector of s
* Qutput layer: a single output Q-value for each action 4, ¢(s,a,6)
* DNN parameters: ¢
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DNN architecture used Iin



Analysis of four DNNs in

DNNs Properties Architecture Additional details
JSL Slow, accurate stochastic 13 layer network; alternating Evaluation time: 3ms
7T as . . . e 0
supervised learning policy, ConvNets and rectifier non- Accuracy vs. corpus: 57%
trained on 30M (s,a) pairs linearities; output dist. over Train time: 3 weeks

all legal moves

T \LSZ as Fast, less accurate stochastic Linear softmax of small pattern Evaluation time: 2 us
SL policy, trained on 30M features Accuracy vs. corpus: 24%
(s,a) pairs
72'\1/?[ as Stochastic RL policy, trained Same as 72—\[5Z Win VS-ﬂ'ij 80%
by self-play
V(S) Value function: % chance of Same asﬂ-\[L,SQQt with one 15K less computation than evaluatingﬂ-\[ﬁl
77 Bipning by starting in output (% chance of winning) with roll-outs

state s



Monte Carlo Tree Search in

(s)=argmaxda J(s,a)

0(s,a)=07 (s,a)tu(s,a)

Roll-out Exploration
estimate bonus
Mixture weight

v

S # of times action a Value function Win/loss result of 1

i taken in state s computed in advance  roll-out with 77 L.S/. a5
end z S A s N v

e Think of this MCTS component as a highly efficient “decoder”, concept familiar to ASR

* ->A*search and fast match in speech recognition literature in 80’s-90’s

* Thisis tree search (GO-specific), not graph search (A*)

* Speech is a relatively simple signal = sequential beam search sufficient, not need for A* or tree
* Key innovation in AlphaGO: “scores” in MCTS computed by DNNs with RL



EVENTS wv RESEARCH wv

What is wrong with apps and web models?

Conversation as an emerging paradigm for
mobile Ul

Bots as intelligent conversational interface
agents

Three types of A.l. conversational bots
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Deep Reinforcement vs. Supervised
Learning

Ostensible similarity to structured supervised learning
Use of dynamic programming (DP) by both

DP in Reinforcement Learning: Q-learning for credit
assignment over long distance

DP for Structured SL: efficient alignment for matching
sequence targets (teachers)

Different ways of DP approximation
Need for exploration or otherwise



Deep UNsupervised Learning

Input-output samples do not need to match for training
Huge practical benefit: No cost to create training data
Both input and output data are found naturally

E.g. use of millions of hrs of speech for speech recognition
Millions of hrs of video for video story telling

All images in the web for image captioning

Etc, etc.
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“No Free Lunch” for Deep Unsupervised Learning

* Intensive research is needed --- How the human mind works

 Major frontier for deep learning and Al

 QOur approach: integrate diverse sources of world knowledge and application-
domain knowledge into a single, consistent framework

 To effectively exploit and integrate knowledge of:
e Strong output statistics and structure (motivated by cryptography research)

Strong input statistics and structure
— traditional unsupervised learning

Relationship/Mapping from output to input
— generative model world; Bayesian learning, etc.
Relationship/Mapping from input to output
— discriminative model world; deep neural nets
Relationship between input/output from another domain
— transfer learning; compositionality of in much of real world data

Distributional properties of input and output sequences
— smart sequence prediction exploiting motion/temporal cues (video, word embedding)



Exploiting output statistics and
structure

(Chen et al., ArXiv 2016)



Looking into the nature of the difficulty of UL

* Much more difficult optimization problem in UL than SU

. Hutge barrier that prevents from reaching the global
optimum

. uantum computing comes to rescue? (tunneling effect?)

(Chen et al., ArXiv 2016)



The Future of Al

One Al engine that solves a wide range of Al problems
with a unified first principle (general Al)

Based on deep unsupervised, reinforcement, and
transfer learning with little or no human labels
Harmonize symbolic and neural representations &
computation

Automatically acquire, create, and grow knowledge
through interactions with the world

Better than human intelligence in many ways (due to
much stronger computing power)

Many successful applications along the way



Thank youl!
Q/A
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