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Nonlinear Optimization: mindx f(x), s.t. x€C.

* Past (-1990s)
* Present (1990s-now)

* Future (now-)



Nonlinear Optimization

Past (-1990s)

* Major theories and techniques of optimization completed
e —1960s

* 1960s —1990s, boom due to the invention of computers

e Zeroth order methods
* Interpolation Methods
e Pattern Search Methods

* First order methods
* Coordinate Descent
* Conjugate Gradient
* (Stochastic) Gradient/Subgradient Descent
* Ellipsoid Method
* Quasi-Newton Methods
* (Augmented) Lagrangian Method of Multipliers



Nonlinear Optimization

Past (-1990s)

e Second order methods
* Newton’s Methods
* Sequential Quadratic Programming
* Interior Point Methods



Nonlinear Optimization

Why first order methods?

* Converge relatively fast (#iterations)
* Acceptable accuracy for machine learning

* Relatively cheap in storage and computation (complexity in each iteration)
* Important for big data era



Nonlinear Optimization

Present (1990s-now)

* Revive and refine of existing techniques
 Spiral Ascent

e Application driven
e Support Vector Machines
* Deep Learning
* Big Data



Present (1990s-now)

Advances in first-order methods

Smooth -> Nonsmooth

e Convex -> Nonconvex

e Deterministic -> Stochastic

* One/Two Blocks -> Multiple Blocks
e Synchronous -> Asynchronous

* Convergence & Convergence Rate



Present (1990s-now)

Smooth -> Nonsmooth .
Sparsity & Low-Rankness

* Smooth * Nonsmooth
e Gradient e Subgradient

e Proximal Operator —
GUk€af(xik)
\%Ak} mindx f(x)+&/2 [[x
—y|[T2

e Linearization

GJO<g(xdk )+ (g (xdk ), x—xik )+L/2 [[x—
\>/xlk /|12




Present (1990s-now)

Convex -> Nonconvex
* Nonconvex

e Convex * Nonincreasing Objective
* Global Optimal * Cluster Points are KKT Points

* Converges to KKT Point
(Kurdyka-Lojasiewicz
ﬁ Condition)
(

D o (- Fate disi0,6f)=1



Present (1990s-now)

Deterministic -> Stochastic

e Deterministic » Stochastic
Flrlk), f(xdk)  Stochastic Gradient/ADMM
1/n Y i=1Tn#EAUT (x) > fI
et (x)

e Variance Reduction

* Stochastic Matrix Computation
* Randomized SVD



Present (1990s-now)

One/Two Blocks -> Multiple Blocks (ADMM)

* One/Two Blocks * Multiple Blocks
* Serial Update * Parallel Update
mindx /41 (xd1 )+ /12 (22 ), mindx fI1 (xdl )+-+fin (xin),
s.t. ALl (xdl )+AL2 ( s.t. ANl (1 )4+ Aln (xin )=z (2>2)

X2 )=z



Present (1990s-now)

Synchronous -> Asynchronous

* Synchronous * Asynchronous
X1 Th d2Th - xdnTk XTI  2d2TRI2 -,
! xinTidn a
XN1T+1 x0d2Thk+1 -, XNITHIL +1 24272

xinTi+1 +1 - xdnTidn+1

Superscripts:
Ilteration numbers



Present (1990s-now)

Convergence & Convergence Rate

* Improved Convergence for Nonconvex Optimization (see before)
* Weaker Convergence Conditions for Convex Optimization

* Accelerated Convergence
* Nesterov Extrapolation
* Variance Reduction

O(kT=1 )»O(k1=2 ), 0(k1=1/2 )»O(kT
-1 )



Nonlinear Optimization

Future (now-)

e Super-Large Scale Optimization
* Fully Randomized Algorithms
* O(n*polylog(n))
* Quantum Optimization
* Quantumizaion of Classic Algorithms
* Purely Quantum Algorithms






